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Abstract—We aim to generate a heuristic knowledge from an action of a human server to make the robot provide a socially adaptive service. We label an action trajectory and action types of the server on the 3D environment map. Experimental results show that the motion planning could be conducted by referring to the labeled map.

I. INTRODUCTION

The robots which provide a service to humans work closely with humans in the same environment. As humans behave in a socially adaptive manner which is affected by personal spaces or social rules, we aim to make the robot provide socially adaptive service to humans. For example, the socially adaptive manner for the serving task at the cafe is to consider the following: a path while the server walks to the table, a distance between the server and the table when the server begins to put a cup on the table, and a trajectory while the server puts the cup on the table. In this paper, we extract these manners as a heuristic knowledge from the action of the human server and give the knowledge to the robot as the reference for motion planning.

Unlike imitation learning [1], it is not desirable for the service robots to accomplish tasks with the exact same motion as that of humans because of the physical differences between humans and robots. To achieve socially adaptive navigation, O’Callaghan et al. [2] labeled the walking trajectory on the 2D environment map. For the serving task, the action trajectory of the server while walking and putting the cup on the table should be labeled on the 3D map because taking the shortest trajectory at the navigation and manipulation planning is not appropriate. Moreover, the positions of switching the action types should also be labeled on the map to consider the distance between the server and the table when the server begins to put the cup on the table.

In this paper, we label the action trajectory and action types of the human server on the 3D space of the environment. The labeled space enables the robot to move within the space and switch the action types. We make the robot provide the socially acceptable service to humans by referring to the labeled space. To label the trajectory on the space, the 3D positions of joints are estimated in a single frame. As the positions of joints are distant between frames, we interpolate joints between frames.

In the experiment, the dataset that four people serve a drink to the table was constructed using an RGBD sensor.
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Fig. 1: The layout and the image of the experimental environment.

Fig. 2: Visualization of the action trajectory and the action types.

We construct the labeled space for each server and verified that the robot could conduct the motion planning and switch the planning algorithms by referring to the constructed space.

II. LABELING THE ACTION OF THE SERVER

The 3D environment map is constructed from a background point cloud. First, we remove the points of the floor plane from obtained point cloud by RANSAC [3]. Second, isolated points in the point cloud are filtered out by Euclidean clustering [4]. Third, the 3D environment map is constructed by voxelization of preprocessed point cloud.

The 3D positions of the server’s joints are estimated to label as the trajectory in the map. The positions of the joints are estimated at each frame [5]. The 3D positions of joints are also voxelized, and corresponding voxels in the map are labeled as the trajectory. These joints are interpolated between frames by Bresenham algorithm.

The labeled voxels are segmented into voxels of the manipulation and navigation to label the action types. The distances between joints in the current frame and joints in the previous frames are used to segment the joints. In this paper, manipulation is an action that moves the arm in a direction vertical to the floor. The joints in the frame are segmented based on the following assumption: if the arm moves vertically to a greater extent than the foot does, the voxels of joints in the frame are labeled as a manipulation, and vice versa.
III. EXPERIMENTS

A. Dataset

The layout and an image of the experimental environment are shown in Figure 1 (a) and (b). We constructed a dataset of four people providing the service of transporting a bottle from a table (Table A) placed against a wall to another table (Table B), which was placed in the center of the room as shown in Figure 1. Between zero and two people are seated on a chair, and each server transports a bottle/bottles. Scenes were captured with Kinect v2 which was placed at the corner of the room at a height of 1.8m above the floor.

B. Evaluation

We used the robot, HSR of Toyota Motor Corporation for the evaluation. If the robot enters into the voxel of manipulation, the robot performs motion planning using bidirectional constrained rapidly-exploring random trees (RRT) for manipulation and navigation [6], and otherwise, the robot performs the motion planning of navigation using a fuzzy algorithm [7]. To make the robot move along the voxels of navigation a priority, we integrated the membership function that generates the motion.

We compared the motion planning result with two baselines. Baseline A is a method that conducts the motion planning of the robot’s arm and an omnidirectional driving system simultaneously by constrained bidirectional RRT [6] and inverse kinematics. Baseline B uses the same motion planning algorithm as Baseline A while passing through the server’s trajectory without the segmentation. We compare Baseline A with B to verify the effectiveness of motion planning based on the trajectory of the server. We also compare Baseline B with our approach to verify the effectiveness of switching the motion planning.

IV. DISCUSSION AND CONCLUSION

Figure 2 shows an example image of the labeled space. (a) is the RGB image captured with Kinect, (b) is the segmented trajectory. The segmentation result shows the voxels in red (manipulation) that were located close to the table when the server moved their arms to put the bottle down on the table.

Figure 3 shows an example of the motion planning results by two baselines and the proposed. (a) is the RGB image while the human server put the bottle down on the table. (b) shows the path of Baseline A which takes the shortest path. (c) shows the path of Baseline B which makes the robot pass through the trajectory without the segmentation of action types. (d) represents the path by referring to the proposed space, which makes the robot pass through the trajectory and switch the planning algorithm. (e) shows the result of motion planning with the labeled space in a real environment. The arrows represent the position and posture of the robot at every 0.5 second interval. The root of the arrow is the position, while the direction of the arrow is the posture (yaw angle). The trajectory is colored pink, and the voxels of manipulation are colored light blue.

As Baseline A is to take the shortest path, we can confirm that the robot took the path which is close to the table. In contrast, the path of Baseline B is relatively distant from the table. It shows that motion planning with the trajectory made the robot to maintain a safer distance from obstacles. Comparing between the results of Baseline B and the proposed, our approach makes it possible for the robot to switch motion plannings. Our labeled space enables to generate the knowledge from the action of the server and give it to the robot as the reference for motion planning.
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